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Outline

• Sigma2 - national e-infrastructure in Norway

• A proof-of-concept adapting Prodrisk to High Performance 
Computing

• A proof-of-concept Software As a Service for Prodrisk -
Outlook



National Competence Center for HPC

• Assist research institutes, 
SMEs, and industry

• Cost free aid for Proof of 
Concepts  - TRL 3

• Try-before-you-buy

• Funded by EU: EuroCC2

• Collaboration with 
SINTEF Industry and NORCE



Sigma2 in collaboration with the partner universities provides 
and operate NRIS

Hardware located currently on locations
• Tromsø (Fram, outgoing)
• Trondheim (Saga, Betzy)
• Oslo (TSD - Tjenester for Sensitive Data / Colossus)
• Lefdal Mine Datacenter (NIRD, Olivia)

The infrastructure sits on the National Research &Education 
Network backbone (100 Gbps, soon 200 Gbps)

TSD - 
Oslo

Trondheim

Tromsø

Norwegian research infrastructure services (NRIS)

Lefdal Mine 
Datacenter

NIRD



Our data centre at Lefdal Mine Datacenter 
Green computing power for the future 







Services for computing

---------   7.7 PB



Upcoming: Olivia supercomputer

• HPE Cray Supercomputing EX
• 252 nodes with CPU
• Each node has 2x AMD Turin CPUs
• Each CPU has 128 cores
• 64,512 CPU cores
• 304 GPUs
• Interconnection: HPE Slingshot



The LUMI AI factory consortium
• LUMI-AI, a multi-exaflop range for ML training tasks

• AI Factory project for services and support– 100 FTEs 
(2025-2028)

• LUMI IQ – quantum computer accelerated partition, 
300qb, 2400qb in 2028/29

• Dedicated access to top tier machine designed for AI

• Data spaces

• Pretrained foundation models

• Dataset catalog

Finland 250 M€

Czech Republic 11 M€

Denmark 10 M€

Estonia 5 M€

Norway 20,4 M€

Poland 10 M€

EU 290 M€

Total 580M€



Sigma2 – commercial use



Moving Prodrisk to HPC

Collaboration with SINTEF Energy 
and Knut Skogstrand Gjerden

• Adaption to HPC tooling: lmod, 
CMake, Slurm

• Refactoring of libraries

• Removal of proprietary 
compiler directives and oddities



Prodrisk on HPC - results



Prodrisk on HPC – CPU-efficiency



Profiling MPI and CPU usage



Prodrisk Software as a Service



Outlook

• Safe and secure Prodrisk
Software as a Service?

• AI-factory

• Sigma2 as a strategic 
provider for HPC-services 
for R&D in the energy
industry
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Sigma2’s role as a provider outside academia

Industry

Public 
administration

Special needs

Research

Computational power, 

specialised software,
advanced expertise,
complex ML/AI

Small government 
agencies without 
"in-house" 
expertise

Assistance before 
commercial operation
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